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2 Clarivate

Analytics

NAS RK is pleased to announce that News of NAS RK. Series of geology and technical
sciences scientific journal has been accepted for indexing in the Emerging Sources Citation
Index, a new edition of Web of Science. Content in this index is under consideration by Clarivate
Analytics to be accepted in the Science Citation Index Expanded, the Social Sciences Citation
Index, and the Arts & Humanities Citation Index. The quality and depth of content Web of
Science offers to researchers, authors, publishers, and institutions sets it apart from other
research databases. The inclusion of News of NAS RK. Series of geology and technical
sciences in the Emerging Sources Citation Index demonstrates our dedication to providing the
most relevant and influential content of geology and engineering sciences to our community.

KaszakcmaH Pecniybnukacel ¥immbiK fbliibiM akademusicbl "KP ¥FA Xabapnapbi. [eonozausi xoHe
MmexHUKarbIK FbiribiMOap cepusicbl” fbinbIMU XKypHanbiHbiH Web of Science-miH xaHanaHfFaH Hyckachl
Emerging Sources Citation Index-me uHOekcmernyze KabbindaHraHblH xabapsaldel. byn uHdekcmerny
b6apbiceiHOa Clarivate Analytics komnaHusicel XypHandel odaH opi the Science Citation Index Expanded,
the Social Sciences Citation Index xeHe the Arts & Humanities Citation Index-ke kabbinday maceneciH
Kapacmbipyda. Webof Science sepmmeywinep, aesmopnap, 6acnawhbinap MeH MekeMmesriepee KOHmMeHm
mepeHdiei MeH canacbiH ycbiHalbl. KP YFA Xabapnapbi. [eonoeusi XeHe MeXHUKasbIK fblibiMOap
cepusicbl Emerging Sources Citation Index-ke eryi 6i30iH KoramOacmbiK YWiH eH e3ekmi xoHe 6edesnodi
2e0/102Us1 XKoHe mexHUKarbIK FbliibiMOap 6olbiHWa KoHmeHmke adanobifbiMbi30bi 6indipedi.

HAH PK coobuwaem, 4mo HayuyHbll xypHan «Mseecmuss HAH PK. Cepusi 2eonoauu U mexHu4eckux
Hayk» 6bin npuHsam 0ns uHlekcuposaHusi 8 Emerging Sources Citation Index, o6HoeneHHol eepcuu Web
of Science. CodepxaHue 8 amom UHOeKcuposaHUU Haxodumcsi 8 cmaduu pacCMOMmpeHUs: KoMmrnaHuel
Clarivate Analytics Ons OanbHelweao npuHsmus xypHana e the Science Citation Index Expanded, the
Social Sciences Citation Index u the Arts & Humanities Citation Index. Web of Science npednazaem
Kadyecmeo u eanybuHy KoHmeHma Ons uccriedosamesiel, asmopos, u3damesiell U y4pexoeHudl.
BkriroueHue Uzsecmusi HAH PK. Cepusi eeonozuu u mexHudeckux Hayk 8 Emerging Sources Citation
Index demoHCmMpupyem Hawy rnpueepXxeHHoCcMb K Hauboriee akmyarnbHOMY U 8/IUSIMEsIbHOMY KOHMeHmy
10 2e0/102UU U MeXHU4YeCKUM Haykam Oris Hauleeo coobwecmsa.
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NEW METHODS
OF INFORMATION SEARCH. 1

Abstract. The paper discusses new methods used to solve the problem of information retrieval of unstructured
(text) data. The search for documents is carried out by keywords in natural language used in search engines. The
proposed search methods are fundamentally different from the existing methods in time and memory used, as well as
in the simplicity of implementing software products based on the developed algorithms. The theorems of sampling a
subset satisfying the sum (certificate) S, the sum of subset problems, lemmas and algorithms for solving the problem
of searching for unstructured data based on a search query with several (two or three) keywords are given. The time
and memory required for a search query with two keywords are proportional to O(n). The task of information re-
trieval with three keywords is reduced to the task of searching for information with two keywords or to the problem
of computational geometry. These scientific results are fully based on the materials cited in the USPTO USA, filed
on 17.12. 2018 year.

Key words: search, method, algorithm, unstructured information.

Introduction. One and the first fundamental reviews of the tasks of information retrieval and search
engines was presented in [1]. To perform a search, many search engines build on the basis of the initial
information logical and physical data structures, which are a search index that allows you to implement
some given information retrieval model. We define the main types of search queries. It is enough to list
them: boolean search, search for relevance, search by pattern (mask), etc. There is no need to decipher
each type of search, as it is given in [2]. Currently, several methods of sequential and binary searches are
used. The systems that use these keyword search methods include the most common search engines,
including such Web search systems as Yandex, Google, AstaVista, Yahoo, etc.

Basic concepts of information retrieval. The task of information retrieval: to find one or more ele-
ments in the set, and the desired elements must have a certain property. This property can be absolute or
relative. Relative property characterizes in relation to others: for example, the minimum element in the set
of numbers.

Definition 1. Let us call the alphabet, a finite set of symbols A = {7, a4, ..., )}, where 1 is a space
character, | A | =k, and k> 0 is the number of characters in the alphabet.

Definition 2. A word is a finite sequence of characters from the alphabet, not including the
whitespace character 7. We assume that the set of words W is always finite.

Definition3. A string of length n, we call the sequence of words D = {dg, ..., d,,, $}, where Vi, d; € W
and $ is a special character that does not belong to the alphabet and denotes the end of the line.

Definition 4. The search query P = {py, ..., p;m} is the string consisting of a finite set of words
separated by a space character z. In this case, | P | = m is the length of the query in words, p; € W, where i
is the number of the word in the pattern, and W is the set of all words. Words in search queries and docu-
ments will be called terms (keywords).

——240——
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Comment. The length of the search query P will always be denoted by the symbol m, and the total
length of the source data D, for which the search problem will be solved, is denoted by 7.

The main provisions of tabular search methods. Mathematical substantiation of new methods and
algorithms for searching unstructured text information by keywords is carried out using a vector-spatial
model (each element of the search digital index acts as a coordinate of the vector space), excluding the
probabilistic and boolean models.

Thus, the task of information retrieval is reduced to the sum of the subset belonging to the NP class to
the complete problem, and the proposed approach allows us to apply the existing criteria for the relevance
of documents in vector spaces.

Subset sum problem. Given a set of n numbers and a number S. It is required to determine whether
there exists at least one subset whose sum of elements is equal to S.

Currently, information retrieval tasks have been solved for two, three, and four keywords based on
tabular m-sums (table m-sum problem, mxn dimension table is specified).

There is a table 2x# and a given number S. You need to find 2 numbers from different lines (one from
each line), giving a total of S.

Algorithm A. Brute force. The running time is 0 (n?).

Algorithm B. Brute force sorting. Sort the first line, for each element from the second line subtract it
from S and look for this difference in the first line. Runtime -O (nlogn). Memory requirement O ().

There is a table 3xn and a given number S. You need to find 3 numbers from different lines, giving a
total of S.

Algorithm A. Brute force. The running time is 0(n?).

Algorithm B. For a single line, find all the differences from S, and for the other two, go through all
the options. The running time is 0 (n?).

In the future, this material will allow a comparative analysis with the following proposed scientific
results.

Open problems finding unstructured textual information. The works [3, 4] are devoted to solving
the problem (subset sum problem), in which the search time 7=0(2"?) and the required memory M=0(2"*)
do not allow the results to be applied in practice. The main disadvantage of tabular methods is the
construction of each row of the table by property defined by each keyword. This means that we are
obliged to carry out preliminary work on some structuring of input data. In turn, there is an additional
problem of splitting a vector space into subspaces according to each keyword.

Therefore, we will change the problem definitions of tabular sums in a more generalized form
suitable for the practical search of any information, using the sum of the subset problem. In the future,
algorithms for solving these problems can be directly applied to the search for arbitrary unstructured
information based on a vector-spatial model and a searchable digital index.

Let us reformulate the formulation of the main problem directly related to the length m of the search
query.

The main practical task. Given a set of n numbers and the number S. It is required to find out if there
is one or several subsets, each of which consists of m elements, and the sum of these elements is equal
to S.

1. A set of n numbers and a number S are given. It is required to find out if there is one or several
subsets of two numbers, the sum of whose elements is S and with a running time shorter than O (nlogn).

2. A set of n numbers and a number S are given. It is required to find out if there is one or several
subsets of three numbers, the sum of whose elements is S and with a running time shorter than 0 (n?).

Now we can move on to the mathematical formulations of the search problems and their solutions.

The main practical task. Given a set of integer (natural) numbers

(x1, X2, ..., X;) € X™ of dimension . It is required to find out whether there exists a subset X,,of
dimension m such that the following conditions are fulfilled:

Xm={xi+txj+-+xg+x, =S, i#j* #g+hx,x5,", %5 xp, €X",
(i;j;"'zg:h) € N = (1121 "'In)l m S n} (1)

Here x;,xj,++,xg,xp € X, with the number of elements Xi) Xj,**+, Xg, Xp equals m.

— 241 ——
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We introduce the following notation: Cp' -complex, S/*-sum of elements of one subset from the set of
subsets X,,, of the set X™. In this case, the variable m can vary from 0, 1, 2, ..., n. The set of these subsets

X, 1s determined on the basis of the combination
n!

cr=—nr @)

- m!(n—-m)!

We sort the given vector x from the set X™ in descending order and get the sorted set Z™ - the set of
vectors x whose values of the elements are sorted in descending order, and find the values

Swzmnin =20 Zn-m> 3)
Srrrrtlax = Zgn Zm - “4)

It should be noted that
Sr())ﬂn = Sr())mx =0, Sgu'n = Sthax = 2711 Xi =E111 Zj . Q)

We compose the possible ranges of the certificate S belonging to a subset of the set of subsets
Xm, S E[Srrnnin'snnllax]- (6)

The solution of the problem of the sum of subsets is based on the following theorems.

Theorem 1. Let certificate S belong to the range [Syyi,, Sax]- Then there is a subset X,,,,whose sum
of elements is equal to S.

Proof. The fulfillment of the condition of the theorem (or condition (6)) means that it is necessary to
generate all the subsets X,,, based on the formula (2) of the set X", the sum of the elements of each of
them changes from the minimum value S, to the maximum value Sj,,. This is equivalent to generating
all n-dimensional vectors from zeros and ones (e € E™ ). The above condition allows the enumeration
of subsets in order of minimal change in the binary code of the vector e. If the i-th index of the vector e is
1 (one), this means that this element is included in this subset and must be taken into account when
calculating the sum of the elements. The definition of m indices on which there are units uniquely
determines the vector e corresponding to one subset of the set of subsets X,,,. Then there is a vector e such
that the sum S is calculated on the basis of the scalar product: S = (e, x).

Remarkl1. The dimension of the set X,,, easily extends to n if other elements of this set are considered
zeros, except for elements with indices (i,j,:=-,g,h) € N. On the other hand, we can use one of the
properties of the combination (2) to reduce the parameter n: Cjy = C;* 71 + ¢ L

The result obtained can be extended to a set of subsets X,,_,,from the set X™ and introduce the
ranges [SEE, Spa].

Theorem 2. Let certificate S belong to the range [S)in" Smax]- Then there exists a subset X,,_,,
whose sum of elements is equal to S.

Proof. Based on the equality of combinations C;* = C;~™, we can replace the variable m with the
variable n-m and the vector e from theorem 1 with the vector &, in which the zeros of the vector e are
replaced by ones and the ones with zeros. Then there is a vector € such that the certificate is calculated on
the basis of the scalar product: S = (&,x) or S = S}, — (e, x).

It is easy to find the running time of the algorithm based on theorem 1 using the sorted vector x and
the merge method:

T =0(Cy") <0(2"). (7

The required memory M = O (n) is necessary to save the vector e. Generation of vectors e can be
made on the basis of the Gray code.

Example 1 of [4]. Consider a vector x = (7,3,9,6,2), S=11, Cz = C3 = 10, S €[S2;,, SZax] = [5,16]
or S €[S3n S2ax] = [11,22]. Then the solutions of the problem of the sum of subsets are the vectors
e =(00101),& = (01011) andsum S =(e,x) =11lor S=(e,x) =11, atS = 10,e = (11000).

We turn to solving practical problems.

Taskl. It is required to find out if a subset exists

Xo={xitx;=S; 1 # j; xi, x, € X" ; i,j € N} ®)
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where X™ = (xq, x5, ..., X;,) is the set of integer (or natural) numbers, N = (1,2, ..., n) is the set of natural
numbers.
Task2. It is required to find out if a subset exists

Xs={xitxj+t x=S8; i # j # k; xi, x; ;€ X" ;ij, k € N}. 9)
To solve these problems, we introduce the mapping of the set X™ into the set Y™:
y=1(5x)=(E —x)x, Vx € X™ (10)
Based on the mapping (10), we have that
Y ={y,,y¥2, e,V © (S, x) =y, x; €X™i=12,..,nk (11
Suppose that among the set Y™ there exist elements such that the identity holds:
Yi=Yyj, i #j;i,jEN. (12)

Certificate S allows you to find a set of subsets X,= {xl-, xj}, consisting of pairs of elements of the
original set X, based on formulas (3) and (4).

Lemma 1. Let certificate S belong to the range [SZ;,,, SZqx] and the identity (12) holds for set (11).
Then problem1 is solvable.

Proof. The first condition shows the existence of a subset X, from theoreml satisfying the certificate
S. To construct vectors e from identity (12), we have y; = 7(S, x;) = (§ — x;)x; = x;jx;, assuming that
xj = S — x;. On the other hand, y; = ‘L'(S, xj) = (S - xj)xj = x;x;, likewise assuming that x; = S — x;. In
fact, the quantities x;, x; are the roots of the quadratic equation x%2 — Sx + ¢ = 0. According to the Viet’s
theorem ¢ = x;x;. Thus, we get y; = y; = x;x;. The latter means that the fulfillment of identity (12). Then
there are elements x; and X; such that xj+x;=S.

We introduce the value

S(xx) =S — xx, Vx, € X™. (13)

Lemma 2a. Let certificate S belong to the range [S3;,,, S34x] and for some element x; € X™ and
taking into account formula (13), identity (12) holds for i # j # k; i, j, k € N. Then problem 2 is solvable.

Proof. The first condition shows the existence of a subset X3 from theoreml satisfying the certificate
S. To construct vectors e from identity (12) with formula (10), we have ©(S(xy), x;) = (S(xx) — x)x; =
= x;x;, assuming that S(x;) —x; =x;. On the other hand, T(S(xk),xj) = (S(x) — xj)xj = X;Xj,
likewise assuming that S(x;) — x; = x;. The latter means that the conditions of Lemma 1 are satisfied
when formula (13) is taken into account. Then we have that x;+x;+ x=S.

The following lemma is based on computational geometry and is of independent scientific interest.
The well-known fact that problem2 was reduced to an equivalent problem of the belonging of three points
of one straight line on a plane. However, problem 2 in this formulation has not been solved to date.

In this case, the mapping (10) for the search query with three keywords will be rewritten as:

y=1(5%x) =(5S —x)xx, Vx € X" (14)
and enter a 3x3 matrix
x Yy 1
H=|xy 1]. (15)
Xk Vi 1

The coordinates (xj ,y,) on the plane are calculated by the formulas

2
xe=(S— (i +%)) v = (S — (x; + xj)) (xi + %), x;,x € X™ (16)

Lemma 2b. Let the certificate S belong to the range [S3;,,, S3.4x] and the determinant A of the mat-
rix (15) is zero when considering formulas (16) and some element xy, defined by the first formula of
expression (16), belongs to the set X", i #j # k, i,j,k € N. Then problem 2 is solvable.
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Proof. The first condition shows the existence of a subset X; of theorem1 satisfying the certificate S.
The second condition ensures the construction of vectors e based on the application of the well-known
result [5] of the belonging of three points (x;, y;), (xj,¥;), (Xk,Yx) of one line lying on the plane (x, y).
Replacing the third coordinate ( Xy, , y;) with variables (16) completes the proof of the lemma.

Algorithms search. On the basis of these lemmas, we formulate the search algorithms.

Search algorithml for the first task.

Step 1. Input of the initial data: setX™, n, S.

Step 2. Formation of the set Y™ on the basis of the map (4).

Step 3. Verification of the identity (5) and the formation of a subset

Xzz{ T(S,Xl') - T(S,Xj) =0:i :/:j; Xi, Xj e X™ 5 ZJE N} }

Step 4. Subset output X;.

The time of the search algorithm 7=0(n), the required memory M = O(n) for the formation of the set
Y™,

For the tabular 2-sum, the exhaustive search time is 7=0(n*) and in the case of sorting T=O(nlogn).

Note2. The maximum number of pairs in the set Y™ is m=[n/2]. Thus, the number of pairs in Y™ can
vary from 1 to n/2.

It should be noted that this algorithm allows you to find all the subsets of X, with a small
modification.

Example 2. Given a set X’={2,1,6,4,3,5,3} dimension n=7. It is required to find out whether there
exists a subset X, ={x;, x;}, the sum of these elements from the set X7 is equal to S = 6. Here
S € [S2in SZax] = [3,11]. Initially, on the basis of the mapping 7(S, x) (map (8)) we translate the set X’
into the set Y7={8,5,0,8,9,5,9}. Further, to find the subset X,, we use the identity (12): yi=y;, »i,y; € Y7,
ij € N=(1,2,3,4,5,6,7). Then we get X,=(2,4), X>,=(1,5), Xo2=(3,3).

The search algorithm 2a for the second task.

Step 1. Input of the initial data: set X™, n, S.

Step2. Calculation of S(x;) = S — x;, for some element x;, € X™.

Step3. Formation of the set Y™ on the basis of the map (4) with regard to S(x;,).

Step4. The formation of the subset X;={7t(S(xy), x;) — T(S(xk),xj) =0 for i#j#k;
Xi, Xj, xx € X™ 50, j,k € N}.

Step5. Output subsets of X;.

Remark 2. Given in the search algorithm1 allows us to determine the search time T=0O((n-2m)2m).
Here, m is the number of pairs in the set Y™, n-2m is the number of remaining indices without taking into
account the used index k. It is easy to show that as m — [nT_l] tends, the search time varies with in
O0(n) <T < 0((n— 2m)2m). So, the running time of the algorithm is T = O (nz—z)

Search time for tabular 3-sum 7=0(n?).

Example 3. Given the set X° ={17,43,38,14,20,10,36,47} of dimension n = 9. It is required to find out
whether there exists a subset X3 ={x;,xj,x}, the sum of these elements from the set X 9 is equal to S = 100.
Here S € [S3,,, S3.ax] = [51,126]. First, choose an arbitrary element x, = x,=10. Find S(x;) based on
the formula (13) S(x¢)=S — x¢ = 100 — 10 = 90. Now we use the mapping (10) (7(S, x)) from the first
part of the work and define the set Y° for the value S(x;). Next, apply identity (12): y,=yo,
S=x,tx9tx=43+47+10=100.

Search algorithm 2b for the second task.

Step 1. Input of the initial data: set X™, n, S.

Step 2. The formation of the matrix H.

Step 3. Check condition A=| H|=0.

Step 4. Checking the ownership of the calculated item

Xy = (S —(x; + xj)) MHOXeCTBY X ™.

Step 5. Output of subset Xj.

The running time of the algorithm varies within O(n) < T < 0(n?), the required memory is
M= O(n).
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Remark 3. From all combinations of n? determinants | /| # 0 and | H | = 0, those for which A = 0 are
selected and all the elements xj, belonging to the initial set X™, are selected from them, the number of
such elements is at most n-2 .

Example 4. Given the set X° ={2,1,6,4,3,5,3,9,7} of dimension n = 9. It is required to find out
whether there exists a subset X3 ={x;, xj, xi}, the sum of these elements from the set X 9 is equal to S = 15.
Here S € [S3; S3ax] = [6,22]. If x;=1, xs=5, and x, is determined by the formula (16), x3 = 9. Then, for
these elements, the determinant A = | H | = 0, x3 € X°, the subset X5={ x,, x¢, Xg} is satisfied. It is easy to
obtain other subsets, in particular, X3={ xy, x3, xo}.

The discussion of the results. There are a lot of information retrieval algorithms in the scientific li-
terature based on exponential algorithms from [3,4]. The search time and the required memory are O (2"*)
and O (2"*) respectively. The use of these algorithms is difficult due to the finding of 2" subsets. Tabular
search methods are based on the construction of tables. The proposed theorems are virtually independent
of the length of the search query and require finding only one subset of the sum of subsets task. Lemmas
and examples 2-4 show the solution of the tasks set independently of the combination (7). The developed
search algorithms with two and three keywords are the most effective compared to tabular methods. In
particular, when m = 1 and m = n-1, the theorems follow the traditional search methods: sequential search
and pattern matching (mask search). Theorems 1 and 2 allow us to construct a whole family of algorithms
for sampling unstructured data for a “short” search query with m keywords and a “long” search query with
n-m keywords.

Conclusion. The analysis shows that new methods of information retrieval based on a search query
with several keywords significantly reduce the search time for unstructured data, as well as reduce the
hardware requirements for the power of computers, servers and other computing devices used. The
developed mathematical theory of information retrieval of unstructured data eliminates the need to use
arrays, trees, index arrays, index trees, and other well-known information retrieval algorithms that do not
drastically improve the search time.

B. Cunues’, A. B. Cunues’, K. Akxkanosa’, A. M. M;ucanona“

1Xaun,IKapam,IK aKMapaTTHIK TEXHOJOTHSJIAp YHUBEpCUTeTi, Anmathl, KazakcraH,
«¥NITTBHIK aKnapatTeIK TexHomorusmap» AK, Acrana, Kazakcran,
’Acrana LRT, Acrana, Kazakcran,
* AJIMATBI TEXHOIOTUSIIBIK yHHuBepcureTi, Anmatsl, Kazakcran

AKITAPATTBIK I3IEYITH )KAHA OJICTEPL I

AnHoTanusa. Makanana KypbUIbIMABIK eMec (MOTIHAIK) AepeKTepl i3Sy I1iH MPoOIeMachiH MICNTy YIIiH KOJ1a-
HBUIATHIH JKaHA dJicTep TalKbUIaHABL. KyKaTTapnel i37ecTipy i3aey KykenepiHae KOJIaHBUIATHIH TaOWFH TUTAET]
HETI3Ti CO3/IEPMEH JKY3eTre achIphUIaibl. ¥ CBIHBUIFAH 13/Iey JiCTepi KOJIMAHBICTAFbI OIiCTEPICH YaKbIT ITCH JKaJIbIIaH,
COHJIalf-aK JaMbIFaH AITOPUTMICP HETi3iHAe OarmapiamMaliblK OHIMICpPIl CHTi3YHiH KapamalbIMIbUIBIFEIMEH TYOe-
reini epekmeneHeni. bipHemnre (exi HemMece YII) KiNT ce30€H i371ey CypaHBICHI HETi3iHAe KYPBUIBIMABIK eMecC epeK-
TepHi i3ecTipy MoceleciH Imenry YIIiH S (coMacel) coMachlH (CepTHU(HUKATHIH) KaHAFaTTAHABIPATHIH IIAFBIH
KUBIHTBIKTAYABIH TeopeMaapsl KentipinreH. Exi KinTik ce30eH i37ey cypaybl YIIiH KakeTTi yaksIT meH xax O (n)
YILIiH OPOMOPIMOHANABI. AKNApaTThl YII KUIT co30eH i3/1ey KbI3METi €Ki KIT co30eH HeMece eCenTiK reoMeTpus
MoceeciHe akmapar i3ey TancblpMachiHa JAeiiH a3asjpl. by reuibiMu HoTHKEnep 17.12-ne xapusimanran AKII
MATEHTTIK OTIHIMIH/IE KeATiplIreH Marepuanaapra Herizaenred. 2018 skbLbl.

Tyiiin ce3mep: i31ey, 9/1ic, ANTOPUTM, KYPBUIBIMIBIK €EMEC aKmapar.

B. Cunues', A. B. Cunues’, K. Axkanosa’, A. M. MyxaHOBa4

'MeskmyHapoIHBIH YHHBEPCHTET HH(OPMAIHOHHBIX TEXHONOTHiT, AnMatsl, KazaxcraH,
2 A0 «HammonaneHpIe HHPOPMALTMOHHBIE TEXHOJIOTHNY, AcTaHa, KasaxcraH,
3TOO «Acrana LRT», Acrana, Ka3zaxcran,

4 AJIMATHHCKHIT TEXHOIOTUYECKUI yHHBepcHUTeT, Anmatel, Kazaxcran

HOBBIE METO/Ibl HTHOOPMAILIMOHHOI'O ITIOUCKA. I

AécTtpakT. B pabote paccMOTpeHbI HOBbIE METO[IbI, IPUMEHSIEMbIE [UIsl PEIleHUs 33/1a4i MH(OPMAIIOHHOTO
MOUCKA HECTPYKTYPUPOBAHHBIX (TEKCTOBBIX) JAHHBIX. [IOMCK JOKYMEHTOB OCYILECTBISIETCS MO KIIOYEBBIM CIIOBaM
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Ha €CTECTBCHHOM SI3bIKE, PIMEHSIEMBIX B MTOMCKOBBIX MamnHaX. [Ipemiaraempie METOABI MMOMCKA MPHHITUIIHAIBHO
OTIIMYAIOTCS OT CYMIECTBYIOIINX METOAOB IO BPEMEHHU ¥ HCIIOIB3yEeMOU MaMSTH, a TaKKe - MPOCTOTE PeaTn3aluu
MIPOTPaMMHBIX MTPOAYKTOB Ha OCHOBE pa3pabOTaHHBIX anropuTMoB. [IpuBeneHBI TeOpeMbl BEIOOPKH MTOIMHOXKECTBA,
YAOBJIETBOPSIOMIETO CyMMe (CepTHUdHKATY) S, 3aJadyd O CyMME IMOJMHOXXECTB, JIEMMBI W AQITOPUTMBI PEIICHUS
3a/1a4d TIOMCKa HECTPYKTYPHPOBAaHHBIX IAHHBIX HAa OCHOBE ITOMCKOBOTO 3allpoca C HECKOJBKUMH (IBYMsS JIHOO
TpeMs) KIIIOYEeBBIMH cJIOBaMU. Bpems u TpeOyemast maMATh IJIs MOMCKOBOTO 3a1poca ¢ ABYMS KIFOUEBBIMH CJIOBaMHU
nponopiuoHanbHbl O(n). 3anava MHGOPMALMOHHOTO IOMCKA C TPeMs KIIOYEBBIMH CIIOBaMH CBEJECHA K 3a/aude
IIOHUCKa I/IH(bOpMaLII/II/I C ABYMS KIIIOUCBBIMH CJIOBaAaMMU J'II/I6O K 3aJa4c BBIYHCIIUTEILHOM reoMeTpuu. Civit Hay4HBIC
pe3yNbTaThl MOJHOCTBIO OMMPAIOTCS HA MaTepualibl, puBeneHHble B 3asBke Ha mateHT USPTO CIIIA, nonanHoM
17.12. 2018 rona.
KiroueBbie cJI0Ba: MTOUCK, METOJI, AITOPUTM, HECTPYKTYPHPOBaHHAS HH(OPMAIIHS.
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