ISSN 2518-170X (Online)
ISSN 2224-5278 (Print)

KAMBIPEIMABIABIK KOPBI

«KA3AKCTAH PECITYBJ/IHKACHI I I A LYK

YJITTBIK FBIJIBIM CHARITY FOUNDATION

AKAJTEMHSICBI» PKB

«KA3AKCTAH PECITYBJIMKACBHI
YJITTBIK FBIJIBIM AKAJIEMUACHD PKB

«XAJIBIKy XK

XABAPJIIAPDBI

N3BECTUA

NEWS

POO «HALIMOHAJILHOM OF THE ACADEMY OF SCIENCES

AKAJJEMMUN HAYK PECITYBJIIMKHA
KA3AXCTAH»

Y «XabIK»

SERIES

OF THE REPUBLIC OF
KAZAKHSTAN
«Halyk» Private Foundation

OF GEOLOGY AND TECHNICAL SCIENCES

5 (461)

SEPTEMBER - OCTOBER 2023

THE JOURNAL WAS FOUNDED IN 1940

PUBLISHED 6 TIMES A YEAR

ALMATY, NAS RK



2 Clarivate
Analytics

NAS RK is pleased to announce that News of NAS RK. Series of geology and technical sciences
scientific journal has been accepted for indexing in the Emerging Sources Citation Index, a new
edition of Web of Science. Content in this index is under consideration by Clarivate Analytics
to be accepted in the Science Citation Index Expanded, the Social Sciences Citation Index, and
the Arts & Humanities Citation Index. The quality and depth of content Web of Science offers to
researchers, authors, publishers, and institutions sets it apart from other research databases. The
inclusion of News of NAS RK. Series of geology and technical sciences in the Emerging Sources
Citation Index demonstrates our dedication to providing the most relevant and influential content
of geology and engineering sciences to our community.

Kazaxcman Pecnyonuxacol ¥nmmoix eoiivim akademusicol « KP ¥£A Xabapnapwi. 'eonoeusi scane
MEXHUKATLIK bLIBIMOAD CepUsiCbly bliblMU JcypHaabinbiy Web of Science-miy oicananranzan
nyckacol Emerging Sources Citation Index-me undexcmenyee kabviioaneanvlH xabapiaiiovl.
byn unoexcmeny 6apwicoinoa Clarivate Analytics komnanusicol JcypHandvl 00au api the Science
Citation Index Expanded, the Social Sciences Citation Index oicone the Arts & Humanities
Citation Index-xe xabwvL10ay macenecin xapacmoipyoa. Webof Science szepmmeyuiinep,
asmopnap, bacnawbliap MeH meKkemenepee KOHmMeHm mepenoici MeH canacvih Ycovlnaowvl. KP
¥F'A Xabapnapwi. I'eonocus scane mexnuxanvlk eviiimoap cepusicol Emerging Sources Citation
Index-xe enyi 6i30iy KoeamoacmvlK yulik ey 63eKkmi Jicane 6e0eN0l 2e0N102Usl HCIHE MEXHUKATBIK
2LILIMOAp OOUbIHULA KOHMEHMKE A0ai0bleblMbl30bl OLI0IPEOi.

HAH PK coobwaem, umo nayunoiii sicypran « zeecmuss HAH PK. Cepusi eeonocuu u mexnuueckux
HayK» 6vL1 npunam 0ns undexcuposanus 6 Emerging Sources Citation Index, 06noenennoii éepcuu
Web of Science. Cooepoicanue 6 3mom uHOEeKCUpOBaHUuU HAXOOUMCS 8 CMAOUl paccMOmMpeHUs
rxomnanueu Clarivate Analytics ons danvheiiueeo npunsmus scypHana 6 the Science Citation
Index Expanded, the Social Sciences Citation Index u the Arts & Humanities Citation Index.
Web of Science npeonacaem xauecmeo u enyouHy Kommenma 0/ ucciedogamenell, dgmopoes,
uzoamenei u yupexcoenuil. Brxnouenue Uzeecmus HAH PK. Cepus eeonocuu u mexnuueckux
nayx 6 Emerging Sources Citation Index demoncmpupyem nauty npugepiceHHocms K Haubonee
AKMYANIbHOMY U GIUAMENbHOMY KOHMEHMY NO 2€0102Ul U MEXHUYECKUM HAYKAM Olsl HAule2o
coobwecmsa.



KAWMBIFBIMABIABIK, KOFPBI

HALYK

CHARITY FOUNDATION

YD «XAJBIK

B 2016 romy ans pa3BUTUS W YAyYIICHHS KaueCTBa >KU3HU Ka3axCTaHLEB ObLI
CO3J1aH YacTHbIH bnarorBoputenbHblid GoHa «Xanbky». 3a robl CBOSH OesITeIbHOCTH
Ha peajM3aluio OJaroTBOPUTENIFHBIX MPOEKTOB B 00JacTAX oOpa3oBaHMsS U HAyKH,
COLMAJILHOM 3aIlUTHI, KYJABTYPBI, 31paBooxpaHeHus u cnopra, Ponp Beyaenua Oosee
45 MunnuapaoB TEHTe.

Oco6oe BanManue brarorBoputenbHbIH GoHT «XabIK» yrenseT 00pa3oBaTeIbHbIM
IporpaMmam, CUMTas 3TO HAIlPaBJIEHUE OJHUM M3 KIIIOYEBBIX B CBOEH NEATENBHOCTH.
Oxas3biBasi MOAJIEPKKY OTEUECTBEHHOMY 00pa30BaHuI0, GOHI BHOCHT CBOI OCHIIbHBIN
BKJIaJ1 B Pa3BUTHE KauecTBEHHOTo oOpa3oBanus B Kazaxcrane. Tem caMbiM ciocoOCTBY S
POCTY UncIIa JIIoNeH, ClIOCOOHBIX MEHSTh XKU3Hb B CTPaHE K JIy4IllleMy —Ipo(ecCHOHAIOB
B pa3iMyHbIX cdepax, MOTCHUUAIBHBIX JIMACPOB MU «BEIUKUX YMOB». OmHOH u3
3HAUUMBIX HMHUIMATHB (oHJa «Xanblk» B oOpa3oBaresibHOW cdepe cTajm MpoeKT
Ozgeris powered by Halyk Fund — nepBblii B cTpane OuzHec-uHKYOaTop ISl y4aluxcs
9-11 xmaccoB, KOTOPBIH MOMOraeT pa3BUBAaTh HEOOXOOMMBIE B COBPEMEHHOM MHUPE
MpeANPUHUMATENILCKUE HaBBIKK. Tak, Ha COoOelCTBHE MajoMy OHM3HECY HIKOJbHHUKOB
06110 BeIIeneHo Oosee 200 rpanToB. [y moaiep KKy TadaHTIIMBBIX 1 MOTHBHPOBAaHHBIX
nereit @OoHII HEOAHOKPATHO BBLACISUT TPAHThI HA 00yueHHe B MexXTyHapOJHOH IIKOIe
«Mupac» un B Astana IT University, a Taxke MOMOI Ka3axCTaHCKUM LIKOJbHHKAM
npuHATH yyactue B npectxHoM KoHKypce «USTEM Robotics» B CILIA. ABropckue
pabotel B pamkax npoekra «Tamimrep», koropomy DoHI OKa3an HOAICPHKKY, JICIIIU B
OCHOBY y4€OHOH MPOrpaMMbl, Y4€OHHKOB U Y4eOHO-METOANYECKUX KHHUT 10 IPEAMETY
«OCHOBBI TIpeANpUHUMATENbCTBA U Ou3Heca», mpenogaBaemoro B 10-11 kmaccax
Ka3aXCTAaHCKUX ILKOJ U KOJUIEIKEH.

[TomuMo mnomomM MIKOJIBHMKAM, ydallMMcs KoJulepked M cryaeHTaM DoHp
CUMTAET BAXXHBIM BHECTH CBOW BKJIAJ B IMOBBILICHHE KBAIM(QHUKALWU IEAaroroB,
COBEpIIIEHCTBOBAHNE HMX 3HAHWH U HABBIKOB, IOCKOJIBKY HMEHHO OHHU SIBJISIOTCS
MIPOBOAHUKAMH 3HAaHUM OyIyIIMX MOKOJCHHH KazaxcTaHueB. [lpu moanepxkke donna
«Xanplk» B IOKHOH cTONMIe ObUI OpPraHW30BaH E€XKEroJHbIM TOPOACKOW KOHKYpC
nenaroroB «Almaty Digital Ustaz.

BaxHoll MHMLIMATUBOW CTayl pealn3yeMblii MPOEKT MO0 OOy4YEeHHIO OCHOBaM
(UHAHCOBOM TPaMOTHOCTH Mpernoaasareield n3 BockMH obOnacteidl Kazaxcrana, urto
JOJDKHO OKa3aTh CYIIECTBEHHOE BIIHMSIHUE Ha BOCIIMTaHUE (PMHAHCOBOW IPAMOTHOCTH H
MPEeIIPUHUMATEIBCKOTO MBIIIJIEHHS Y HOBOTO TIOKOJIEHUSI TPaX/1aH CTPaHBI.

Heob6xonumyto momors @oHx «Xanbk» OKa3blBaeT U TeM, KTO 0COOCHHO OCTPO
B Hell Hyxnaercs. B paMkax couuanabHOM 3alllUThl HACEJIEHHUsS aKTHUBHO NPOBOAUTCS
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paboTa 1o TOAJEPKKE JIETeH, OCTABIIMXCS 03 pOJAUTENCH, JeTedl W B3POCIBIX U3
COLMAJIbHO YA3BUMBIX CJIOEB HACEJICHMUS, JIFOJEH C OTPAaHUYEHHBIMHA BO3MOKHOCTSIMHU, a
TaKKe 00eCIEUESHUIO HYKIAFOIIUXCS COIUABHBIM KUIbEM, CTPOUTEIBCTBY COLIUATBHO
BaXKHBIX OOBEKTOB, TAKUX KaK JCTCKHE CaJbl, ACTCKHE TUIOIIAIAKU U (PU3KYIBTYpPHO-
03JI0POBUTEJIbHBIE KOMIJIEKCHI.

B xommnky no0peix gen @onnma «Xanablk» MOXHO JOOABUTh OKa3aHUE ITOMOIIH
JIETCKOMY CIIOPTY, Ky/ia OTHOCHTCS TIOZJICPKKa B PA3BUTUU JIETCKOTO (PyTOOJIA M Kapare
B Hamel crpaHe. JKU3HEHHO Ba)KHYIO TIOMOIIL braroTBopuTeNnbHbIN QOHI «XaTbIky»
OKa3all HalllUM COOTeUECTBEHHUKAM BO BpeMsi HeaasHel nangemun COVID-19. Torga,
B pasrap TsDKenod 0ophObl ¢ KopoHaBUpYCHON nHpeknuerd Donn Beiaenui cBbime 11
MUJUTMAPJIOB TEHT'e Ha MPHOOpPETeHHE HEOOXOAMMOI0 MEIUIIMHCKOTO 00O0pYIOBaHUS
U JIOPOTOCTOSIIUX MEAMIMHCKUX IPEraparoB, aBTOMOOWIICH CKOPOM MEIHMIIMHCKON
TIOMOUIHU U CPENCTB 3aLIUThL, aAPECHYIO MaTEPUAIBHYIO IOMOLIb COLIMAIBHO YSI3BUMBIM
CJIOSIM HACEJICHHS U JICHE)KHBIC BBITUIATHI MEUIIMHCKUM PaOOTHUKAM.

B 2023 romy Hapsamy c OpYyrUMH TPOEKTaMH, HAlCICHHBIMM Ha IMOBBIIICHUE
0JIaroCOCTOSIHUST Ka3aXCTaHCKUX TpaxaaH DOHJ penimi yneinuTb 0C000€ BHUMAaHHUE
HayKe, MOCKOJIbKY OHa SIBJISIETCS YacThlO OOIINECTBEHHOW KYJIBTYPhI, & YPOBCHb €€
pa3BUTHS ONPEIETAET YPOBEHb Pa3BUTHUS FOCYIapCTBA.

[lonnepxkka @oHAOM BbIMyCcKa >KypHajgoB HamuonanbHOM AkageMun Hayk
PecriyOnuku KazaxcraH, KOTOpbIe BXOAST B MEXIyHapoiHble (OHABI Scopus u
Wos ¥ B KOTOPBIX NYOJNUKYHOTCS CTaTbd OTEUECTBEHHBIX YYCHBIX, JIOKTOPAHTOB W
MarvCTPaHTOB, a TaK)KE HAYYHBIX COTPYJAHHUKOB BBICHIMX Y4YEOHBIX 3aBEJCHHUN W
HAy4HO-UCCIIEA0BATENbCKUX MHCTUTYTOB HALLIEN CTPAHBI SIBJISETCS HE MEHEE 3HAYMMBIM
BKu1ajjoM DOH/IA B pa3BUTHE Ka3aXCTAHCKOTO OOIIEeCTBA.

C yBakeHunem,
baarorBopuresbHblii ®oHa «XaabIK»!



Bac penakrop

7KYPBIHOB Mypar 7KypbIHYJIbI, XUMHA FRUIBIMIAPBIHBIH TOKTOPHL, Ipodeccop, KP ¥FA akagemuri,
«Kazakcran Pecryonukacel ¥ ITThIK FhUTIM akajemusicby PKb-win npesunenti, AK «JI.B. Cokonbckuit
aTBIH/AFI OTBIH, KaTaln3 jKOHE HIEKTPOXUMHS MHCTHTYTHIHBIH» Oac mupextopsl (AmMarel, Ka3akcTan)
H=4

FruibiMu xaTmisl

ABCAJIBIKOB BaxbiT Hapukaiiyabl, TeXHHKa FBUIBIMIApBIHEIH JTOKTOpHI, podeccop, KP ¥FA

JKayanThl XaTIbIChl, A.b. BekTypoB aTbIHIaFBI XUMUS FBUTBIMIAPEI HHCTUTYTHI (AnMarsl, Kazakcran) H=5
PepnakuusaablK ajdka:

OBCAMETOB Mauic Kyasicyabl (6ac penakTopAblH OpbIHOAcaphl), T'€OJOTHSI-MHHEPATOTUS
FBUIBIMJIAPBIHBIH  TOKTOpBI, Tpodeccop, KP ¥YFA akamemwuri, «Y.M. AxwmencaduHa aTbIHIArbl
THIPOTEOJIOTHS 5KOHE T€0IKONIOTHSI HHCTUTYTHIHBIHY AupeKTopsl (AnmMarsl, Kazakcran) H =2

JKOJITAEB Tepoii JKoaraiiynel (6ac pemakTopiblH OpbIHOAcapbl), TIeOJOTrUs-MHHEPAIOTHs
FBUTBIMJIAPBIHBIH TOKTOPEI, mpodeccop, K.M. CarmaeB ThIHIAFBI T€OJNIOTHS FHUIBIMAAPH HHCTUTYTHIHBIH
nupektopsl (Anmarsl, Kazakcran) H=2

CHOY [Iaunen, Ph.D, kaysiMaacteipeutran npogeccop, Hebpacka yausepcuretinia Cy FBUIBIMAAPHI
3eprxaHachlHbIH JqupekTopsl (HeOpacka mrarsl, AKII) H = 32

3EJIBTMAH Peiimap, Ph.D, TaOuru Tapux MypaxxailbIHbIH JKep Typajibl FBUIBIMIAp OediMiHze
MIeTPOJIOTHS XKSHE Taiiiaibl Ka30aiap KeH OpBbIHAPBI CalachIHAAFbl 3epTTeyiiepain kerekurici (JIonmon,
Anrnus) H =37

MMAH®HWJIOB Muxauna BopucoBu4, TeXHHKa FHUIBIMIAPBIHBIH JOKTOPEI, HaHcn yHHBEpCHTETIHIH
npodeccops! (Hancu, @panmms) H=15

HIEH ITun, Ph.D, KpITaii reoorusuiblk KOFaMbIHBIH Tay T€0JIOTHSICH KOMUTET] TUPEKTOPBIHBIH OPbIH-
Oacapbl, AMEpUKaH/IBIK YKOHOMHUKAIIBIK T€OIOTTap KaybIMAacTeIFbIHBIH Mymeci (Ilexun, Kpirait) H = 25

OUIIEP Axcean, Ph.D, [Ipe3sen TeXHUKAIBIK YHUBEPCUTETIHIH KaybIMIACTBIPbUIFAH IPOPECcCOphI
(dpesnen, bepmun) H=6

KOHTOPOBHUY Aujexceii OMHIbeBUY, TI'COJNOIHMS-MUHEPATIOIUs FBUIBIMIAPBIHBIH JIOKTOPBI,
mpodeccop, PFA akagemuri, A.A. Tpodumyka aTbIHOaFrsl MyHai-ra3 TeolOTHACH XoHE Teodusnka
nucrutyThl (HoBocubupcek, Peceit) H =19

ATABEKOB Baagumup EHoxoBUY, XMMUS FRUIBIMIAPBIHBIH JOKTOPEI, benapycs ¥FA akagemuri,
JKana matepuaniap XUMHUSICbI HHCTUTYTBIHBIH KYpMeTTi JupekTopsl (Munck, benapycs) H = 13

KATAJIUH Credan, Ph.D, JIpe3neH TeXHUKaNIbIK YHIBEPCUTETIHIH KaybIMAACTBIPBLUIFAH PO eCCOphI
([pe3nen, bepiun) H =20

CEMTMYPATOBA Dieonopa FOcynoBHA, reoiorns-MHHEPANOT s FHUIBIMAAPBIHBIE IOKTOPBI,
mpodeccop, KP ¥FA koppecnionaent-myteci, K.M. Carnaes arbinarbl [ €0n0orust FoUIbIMIAPEI HHCTUTYTHI
3epTXaHachIHbIH MeHrepyici (Anmarsl, Kasakcran) H=11

CAFBIHTAEB Kanaii, Ph.D, kaysimagacteipsuiran npogeccop, Haszapbaes ynusepcureri (Hyp-
Cyurran, Kazakcran) H = 11

®OPATTUHMU MMaono, Ph.D, bukokk Munan yHUBepCHTETI KaybIMIACTBIpBbUIFaH podeccops! (MuiaH,
Wramus) H =28

«KP YFA» PKb Xaoapaapsbl. ['eosiorust xoHe TeXHHKAIBIK FHLIBIMAAP CEPUSICHD).
ISSN 2518-170X (Online),
ISSN 2224-5278 (Print)
Menmrikreymri: «Kazakcran PecryOnukachiHBIH ¥JITTHIK FRUTBIM akageMusicky PKB (Anmarst k.).
Kazakcran PecmyOnukachiHBIH AKIapar »KoHE KOFaMIBIK JlaMy MUHHCTPJIITiHIH AKHapar KOMUTETiHIE
29.07.2020 x. 6epinrer Ne KZ39VPY 00025420 mep3imMaik 0aCbUIBIM TipKeyiHEe KOWBLTY Typalibl KydJTiK.
TaKbIPBINTHIK OAFBITHL: 2€0102Usl, MYHAL HCIHE 2a30bl OHOEYOTH XUMUAIBIK MEXHOL02UAIAPbI, MYHAL
XUMUACHL, MEMAn0apobl A1y HCIHE OAAPObIH KOCLIHObLIAPHIHbIY MEeXHOIOSUACHL.
Mep3iMAimiri: xKpUIbIHA 6 PET.
Tupaxsr: 300 nana.
Penakuusiaeig MekeH-kaiibl: 050010, Anmarsr k., [lleBuenko kerr., 28, 219 6eur., Ten.: 272-13-19
http://www.geolog-technical.kz/index.php/en/

© «Kazakcran PecnyOnukachIHBIH ¥JITTHIK FRUTBIM akagemusicedy PKB, 2023
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I'naBHBIii penaxkTop

KYPUHOB Mypar ’KypuHOBHY, TOKTOp XMMHUYECKHX HayK, mpodeccop, axagemuk HAH PK,
npesuenT POO «HaunonansHol akagemun Hayk Pecriyonukn Kasaxcran», renepanbubiii aupexrop AO
«MHCTUTYT TOTUMBA, Kataiu3a U anekTpoxumun uM. J1.B. Coxonbckoro» (Anmarsl, Kazaxcran) H = 4

YueHHBII cekpeTrapb

ABCAJIBIKOB BaxbiT Hapuk6aeBu4, TOKTOp TEXHHYECKHX HAyK, Mpogeccop, OTBETCTBECHHBIN

cexperaps HAH PK, UuctuTyT Xumnueckux Hayk uM. A.B. Bexryposa (Anmarel, Kazaxcran) H=15
PenakxnuunonHas KoJgJerus:

ABCAMETOB Manuc KyapicoBud, (3aMeCTUTENb TNIABHOTO PEAAKTOPA), JOKTOP FEOIOrOMUHEPAIIO-
THYECKHUX HayK, mpodeccop, akaaemuk HAH PK, mupextop MHCTUTYTAa THAPOTEOIOTUU U TEOIKOTOTUH MIM.
VY.M. Axmencaduna (Anmarsl, Kazaxcran) H =2

JKOJITAEB T'epoii ’KoaraeBu4, (3aMeCTUTENb INIABHOTO PENAKTOpa), JOKTOP T'€OJOTOMHHEPAO-
IMYeCKuX Hayk, npodeccop, mupekrop MHcruryra reonmorndeckux Hayk nm. K.M. CarmaeBa (Anmarsl,
Kazaxcran) H=2

CHOY JIpuued, Ph.D, acconmupoBanublii npodeccop, nupextop Jlaboparopun BOIHBIX HAYK YHUBEP-
cutera Hebpacku (mrar Hebpacka, CILIA) H = 32

3EJIbTMAH Peiimap, Ph.D, pykoBoauTens ucciaeJ0BaHUN B 007aCTH METPOJIOTHU U MECTOPOKICHHUN
MOJIe3HBIX HCKomaeMbIx B OTaene Hayk o 3emie Myses ecrectBenHo uctopuu (Jlonnon, Aurmus) H = 37

MMAH®HUJIOB Muxaua BopucoBud, J0KTOp TEXHHYECKUX HayK, mpodeccop YHuBepcutera Hancu
(Hancu, ®panmms) H=15

HIEH ITun, Ph.D, 3amecturens nupexropa Komutera o ropHoii reosiornn Kuraifckoro reooruueckoro
oOmiecTBa, 4WieH AMEpPUKaHCKON acconuanuu skoHomuueckux reonoros (Ilexkun, Kurait) H = 25

OUIIEP Axcenn, accoumupoBanHblii npodeccop, Ph.D, texumueckuil yHuBepcurer Jlpesnen
(dpesnen, bepmun) H=6

KOHTOPOBHUY Auekceii DMUIbeBUY, JTOKTOP I'C€OJIOrO-MHHEPATIOTHYECKUX Hayk, mpodeccop,
akanemuk PAH, MuctuTyT HedrerasoBoit reomoruun u reodusukn um. A.A. Tpopumyka CO PAH
(Hosocubupck, Poccus) H=19

ATABEKOB Baaaumup EHokoBHY, TOKTOp XMMHYECKUX HayK, akaneMuk HAH benapycu, moueTHsii
nupekTop MHctutyta Xumun HOBBIX MarepuaiioB (Munck, benapycs) H = 13

KATAJIUH Credan, Ph.D, accounuposanusiii nmpodeccop, Texuuueckuit yausepcuret (pesnes,
Bepmun) H =20

CEMTMYPATOBA Diieonopa KOcynoBHa, J0KTOp re0I0ro-MHHEPATOrHUECKHX HayK, podeccop,
unen-koppectionienT HAH PK, 3aBenyromas naboparopun MuctutyTa reonorndeckux Hayk nm. K.
CarnaeBa (Anmatsl, Kazaxcran) H=11

CATUHTAEB Kanaii, Ph.D, accorunpoannslii npodeccop, Hazapbaes ynusepcurer (Hypcynran,
Kazaxcran) H =11

®PATTUHU Iaoao, Ph.D, accoumupoBanHbIi npodeccop, MuigaHCKHil yHUBEpPCUTET BHKOKK
(Mumnan, Utamus) H = 28

«H3Bectuss POO «<HAH PK». Cepusi reo10ruy 1 TEXHH4eCKHX HAYK».
ISSN 2518-170X (Online),
ISSN 2224-5278 (Print)
CobcrBennuk: Pecnybnmikanckoe obmmecTBeHHOe 00beinHenne « HarmonanbpHas akaeMust HaykK
Pecny6onmkn Kazaxcram» (r. AMarsr).
CBUJIIETENILCTBO O MOCTAHOBKE HA YYET NMEPHOJMYECKOro medaTHoro minanus B Komurere mHpOpManuu
MunncrepcTBa HHGOpMAIHK 1 001ecTBeHHOr0 pa3Butns Pecrryoimku Kazaxcran Ne KZ39VPY 00025420,
BblianHoe 29.07.2020 I
Temarudeckass HaIpaBICHHOCTb: 2e0n02Us, XUMUYeCKue MexXHON02Ul nepepabomKu Hemu u easa,
Heghmexumus, MmexHoN02UU U361eYeHUs MEMANN08 U UX COeOeHeHU].
IlepuoauyHocTs: 6 pa3 B rof.
Tupax: 300 sK3eMILIAPOB.
Anpec penakiuu: 050010, . Anmars, yi. [lleBuenko, 28, od. 219, ren.: 272-13-19
http://www.geolog-technical.kz/index.php/en/

© POO «HammonanbsHas akagemus Hayk Pecryonuku Kazaxcrany, 2023
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Editorial chief

ZHURINOYV Murat Zhurinovich, doctor of chemistry, professor, academician of NAS RK, president
of the National Academy of Sciences of the Republic of Kazakhstan, general director of JSC “Institute of
fuel, catalysis and electrochemistry named after D.V. Sokolsky» (Almaty, Kazakhstan) H = 4

Scientific secretary

ABSADYKOYV Bakhyt Narikbaevich, doctor of technical sciences, professor, executive secretary of

NAS RK, Bekturov Institute of chemical sciences (Almaty, Kazakhstan) H =5
Editorial board:

ABSAMETOV Malis Kudysovich, (deputy editor-in-chief), doctor of geological and mineralogical
sciences, professor, academician of NAS RK, director of the Akhmedsafin Institute of hydrogeology and
hydrophysics (Almaty, Kazakhstan) H=2

ZHOLTAEYV Geroy Zholtaevich, (deputy editor-in-chief), doctor of geological and mineralogical
sciences, professor, director of the institute of geological sciences named after K.I. Satpayev (Almaty,
Kazakhstan) H=2

SNOW Daniel, Ph.D, associate professor, director of the labotatory of water sciences, Nebraska
University (Nebraska, USA) H = 32

ZELTMAN Reymar, Ph.D, head of research department in petrology and mineral deposits in the Earth
sciences section of the museum of natural history (London, England) H = 37

PANFILOV Mikhail Borisovich, doctor of technical sciences, professor at the Nancy University
(Nancy, France) H=15

SHEN Ping, Ph.D, deputy director of the Committee for Mining geology of the China geological
Society, Fellow of the American association of economic geologists (Beijing, China) H = 25

FISCHER Axel, Ph.D, associate professor, Dresden University of technology (Dresden, Germany) H=6

KONTOROVICH Aleksey Emilievich, doctor of geological and mineralogical sciences, professor,
academician of RAS, Trofimuk Institute of petroleum geology and geophysics SB RAS (Novosibirsk,
Russia) H=19

AGABEKOYV Vladimir Enokovich, doctor of chemistry, academician of NAS of Belarus, honorary
director of the Institute of chemistry of new materials (Minsk, Belarus) H =13

KATALIN Stephan, Ph.D, associate professor, Technical university (Dresden, Berlin) H =20

SEITMURATOVA Eleonora Yusupovna, doctor of geological and mineralogical sciences, professor,
corresponding member of NAS RK, head of the laboratory of the Institute of geological sciences named
after K.I. Satpayev (Almaty, Kazakhstan) H=11

SAGINTAYEYV Zhanay, Ph.D, associate professor, Nazarbayev University (Nursultan, Kazakhstan) H = 11
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Abstract. Absolute permeability is an important transport property of a porous
medium that requires determination on special equipment, so its determination is an
important task. This article examines the effectiveness of machine learning regression
algorithms for predicting the absolute permeability of various rocks. The performance of
algorithms such as Random Forest, Gradient Boosting, Support Vector, Lasso, k-Nearest
Neighbors, and Gaussian Process was compared based on data set of 266 sub-samples
of carbonate and sand rocks, as well as artificial sand packing. Properties of each sub-
sample such as pore radius, pore throat radius, coordination number, porosity, specific
surface area, tortuosity and absolute permeability are extracted using pore-network
simulation of the single-phase fluid flow through each sub-sample. The influence of the
training/testing data subset (70/30 and 80/20) and the number of features of input data
set on the performance of each of the above algorithms was investigated. The results
showed that for the considered data set, the Random Forest algorithm was the most
suitable for predicting absolute permeability with high accuracy. The highest predictive
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accuracy was R?=0.83, and it was obtained using 5 out of 6 features of input dataset.
The Gradient Boosting algorithm also showed good predictive ability for absolute
permeability, although it chose almost one feature (porosity) as important. Its highest
accuracy was R?=0.73 at 80/20. The results of the study also showed that all algorithms
except Random Forest predicted significantly higher minimum permeabilities. Also,
all algorithms, except of Support Vector and k-Nearest Neighbors, predicted the mean
permeability with the minimal errors.

Keywords: machine learning, permeability prediction, microcomputed tomography,
sub-sample, pore-scale modeling
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OPTYPII TAY KbIHBICBIHBIH JEPEKTEPI HETI'I3IHAE MAINWHAJIBIK
OKY AJITOPUTMJAEPIHIH TUIMAWJIITTH 3EPTTEY

AHHOTanus. AOCOIIOTTI OTKI3TIIITIK apHaWbl Ka0JbIK KOMETIMEH aHBIKTAJIATHIH
KEYEKT1 OPTaHbIH MaHbI3/Ibl TaChIMaldy KACHETi, COHABIKTaH OHbI aHBIKTAY MaHbI3/IbI
Mocene Oomnblll TaObUTagbl. By Makanama opTypii Tay >KbIHBICTAPBIHBIH a0COIOTTI
OTKI3TIIITITiH O0MHKay YIIIH MallMHAIBIK OKBITYIBIH PErPecCHsUIBIK aIrOpUTMACPIHIH
TriMLTIr KapacTeipbuiansl. Random Forest, Gradient Boosting, Support Vector, Lasso,
k-Nearest Neighbors »xoHe Gaussian Process CHSKTBI alrOpuTMICpPIiH OHIMIUTIITI
KapOOHATTHI >KOHE KYMJbI JKbIHBICTAPIBIH, COHIAH-aK >XacaHAbl KYMIbl OpaMHbIH
266 MHUHU-YITUIEPiHIH JepeKTepi HerisiHmae canbICThIpbUIIbl. OChl MHHHU-YITINEPAiIH
OPKaHCBICBIHBIH, KEyeK paauyChl, KEyeK MOWHBIHBIH PaAWyChl, KOOPAWHAIMSIBIK
CaHbl, KEYeKTiNiri, OeTiHIH MEHIIIKTI ayaaHbl, Oypany >koHe aOCOMIOTTI ©TKi3TiITiri
CHSIKTBI KacueTTepi Oip (azayibl CYWBIK aFbIHBIH KEYEKTi-KEIUIIK MOAETbACY apKbLIbl
ANBIHJBL. 9pOip MAFBIH YIAT1 apKbUTbl. OKBITYIIBI )KOHE ChIHAKTAYIIbI IePEKTEeP JKUHAFBI
apakarbiHackIHBIH (70/30 sxone 80/20) koHe epeKTep JKUbIHBIHAAFBI OeNTiJIep CaHbIHBIH
JKOFapbla aTajfaH aJTOPUTMICPAIH SPKaHCHICBIHBIH OHIMIUIITIHE dcepi 3epTTei.
Hotmxenep KapacThIpbUIFaH AEPEKTEP KHUBIHBI YIIIH )KOFApbl CEHIMATIKIIEH a0COMIOTTI
OTKI3riITiKTI OOopKayFa eH Koiaiimel Random Forest anropuTmi eKeHiH KOpPCETTI.
BomkaMHBIH €H )KOFapbl ceHIMITIK Koaddurmenti R*=0.83 Kypabl xoHE 011 IepeKTep
JKUBIHBIHJAFBI 6 OenriHiH S5-iH nmaijanaHy HoTwxkeciHae anbiHabl. Gradient Boosting
AITOPUTMI Jie a0COIOTTI OTKI3TIIITIKTI )KaKChl O0JKAy KaOLIeTiH KOPCeTTi, IereHMeH
on Oip FaHa JepIlik OeNTiHi (KeyeKTUIIKTI) MaHbI3/IbI JeT TaHaa bl. OHBIH 0OJKaybIHBIH
eH MKOFaprbl ceHIMALTIK Kodddurmenti R?>=0.73 kypaspl sxone 051 80/20 yIiriH aabIH/IbL.
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3eprrey HoTHXKenepi coHbIMEH Karap Random Forest Gacka Oapnblk anroputmuep
afTapibIKTal KOFaphl MUHUMAJIJIBI OTKI3TIIITIKTEp 1l Oo/hkaraHbiH KepcerTi. CoHnai-
ak Support Vector xoHe k-Nearest Neighbors Gacka Oapiblk ajJropuTMmiaep opraiia
OTKI3TIIITIKTI €H a3 KaTeJiKIIeH OoKabl.

Tyiin ce3gep: MamIMHAIBIK OKBITY, OTKI3TIMTIKTI OOIDKAY, MHUKPOKOMIIBIOTEPITIK
ToMorpadusi, MUHU-YITUIEp, KeyeKTi MaclTadTa MOICIbIACY
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HNCCIIEAOBAHHUE DOPEKTUBHOCTHU AJITOPUTMOB MALIMHHOTI'O
OBYYEHUSA HA OCHOBE JAHHBIX PA3JIMYHBIX 'OPHBIX IIOPO/

AHHOTanusi. AOCONIOTHAas NPOHHLIAEMOCTb SIBJISIETCS Ba)KHBIM TPAHCIIOPTHBIM
CBOHCTBOM TIOPUCTOH cpeabl, TpeOyiomas ONpenelieHue Ha  CIeLUaIbHbBIX
000pYIOBaHHSAX, TOITOMY €€ OIpeAeIICHUE ABIISIETCS aKTyaIbHOM 3a1aueii. B HacTosmen
cTarbe u3y4aercsi 3PPEKTUBHOCTh PErPECCUOHHBIX AITOPUTMOB MAIIMHHOTO O0yUCHHS
JUIs. TIPOTHO3UPOBAHUSI a0CONIOTHON MPOHUIIAEMOCTH Pa3IMYHbIX Topod. CpaBHEHBI
MIPOW3BONUTEIHLHOCTH TakuX anroputMoB kak Random Forest, Gradient Boosting,
Support Vector, Lasso, k-Nearest Neighbors n Gaussian Process Ha ocHOBe TaHHBIX 266
MHUHH-00Pa3L0B KapOOHATHBIX U MECYaHbIX MOPOJ, a TAKKE UCCKYCTBEHHOH IMeCYaHOM
ynakoBku. C KaXIOro W3 ATHX MHUHH-00PA3LOB H3BJIECYCHBI WX TaKUE CBOWCTBA
KaKk pajnyc TOp, pajnyc TOPJIOBHHBI TOp, KOOPAMHAIIMOHHOE YHCIIO, MOPHCTOCTH,
yAeJbHas TUIOIA]h MOBEPXHOCTH IOP, U3BMIIMCTOCTh U a0CONIOTHAS IPOHUIIAEMOCTD
C IOMOUIBIO IIOPOCETEBOT0 MOJEIUPOBAHUS TEUEHUS OJHO(pA3HON KUIKOCTH CKBO3b
KaXJI0TO MHHM-00pa3ua. beuio mcciaenoBaHo BAMSHHE COOTHOIICHHUS O0y4aroliero u
TecToBoro Habopa nanusIx (70/30 u 80/20) u koaMyecTBa NPU3HAKOB B HAOOPE AaHHBIX
Ha MPOU3BOIUTEIBHOCTD KaXKJIOTO U3 BBIIIEC PACCMOTPEHHBIX aJITOPUTMOB. Pe3ybTarsl
MOKa3allk, 4To JJIsl paccMarpuBaeMoro Habopa naHHbeix airoput™ Random Forest
SIBJISICST HAnOoJIee TIOMXOISIIIUM JUTSI IIPOTHO3UPOBAHUS a0COTIOTHON MPOHHUIIAEMOCTH
C BBICOKOW JOCTOBEpPHOCTH. HamOombmmii KO3(POHUIINEHT TOCTOBEPHOCTH IPOTHO3A
coctaBmit R?>=0.83, 1 0H ObUT MOJTyYEH P UCTIOIB30BAHUH 5 U3 6 TIPH3HAKOB B HA0OpE
nanneix. AnroputMm Gradient Boosting Toke MoOKa3an XOpOLIYIO NPOTHO3ZUPYIOLIYIO
CHOCOOHOCTh aOCOTIOTHOW MPOHHUIIAEMOCTH, XOTS OH BBIOMpANl MPAKTHUYECKU OIHOTO
npu3Haka (MOPUCTOCTH) KaK BaKHbIM. Ero HamOonmbimuii KodQQUIUEHT cocTaBMII
R?*=0.73 npu 80/20. Pe3ynbTarhl HCCIIEAOBAHMS TAKXKE ITOKA3aJIH, YTO BCE AITOPUTMEI,
kpome Random Forest, mpenckasaim CyliecTBEHHO 3aBbIILICHHbIE MUHHMAaJbHbIE
MTPOHUIIAEMOCTH. A TaKKe Bce alropuTMEL, KpoMe Support Vector i k-Nearest Neighbors,
MPEeACKa3ail CpeAHEE 3HAYUCHUE TPOHULAEMOCTH ¢ HAMMEHBIIIMMH MTOTPELIHOCTAMHU.

KiioueBble cjoBa: MammHHOE O0yuYeHHE, MMPOTHO3 MPOHHLAEMOCTH, MHUKPOKOM-
MBIOTEpHAs TOMOTpadus, MUHU-00pasel, mopoMaciiTabHoe MOACIUPOBAHHE
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Introduction

Absolute permeability is an important macroscopic transport characteristic of a
porous medium, on which the production of hydrocarbons during field development, the
performance of filters in indoor air purification, separation of gas-liquid systems and in
catalytic systems, etc. depend. Permeability is usually determined experimentally in the
laboratory using special equipment. Laboratory measurements usually take a long time
and are expensive. Therefore, its determination in alternative ways based on available
analytical and experimental data on porous media is an urgent task.

With the development of machine learning methods, they began to be used to analyze
data and predict important characteristics in many areas such as medicine (Rajalingam,
Priya, 2018), economics (Cicceri et al., 2020; Yoon, 2021), geophysics (Gholami et
al.,, 2012; Tembely et al., 2020; Waszkiewicz et al., 2019), etc. When predicting
absolute permeability, images of real rocks or synthetic porous media obtained using
microcomputed tomography (Tembely et al., 2020; Wu et al., 2018) and digital data
extracted in one way or another from these images are used (Al Khalifah et al., 2020;
Rabbani & Babaei, 2019). Well logging data is also used to predict absolute permeability
(Rezaee & Ekundayo, 2022; Waszkiewicz et al., 2019).

Two-dimensional images of synthetic porous media combined with the lattice
Boltzmann method were used to predict porosity, tortuosity and absolute permeability
in (Rabbani & Babaei, 2019). Synthetic porous media are obtained by randomly
distributing square particles, representing a solid rock matrix, in a square area. The
authors used convolutional neural networks to determine the relationship between the
structure and basic characteristics of synthetic porous media. And using the lattice
Boltzmann method, flow fields were found for further calculation of tortuosity and
permeability. They argued that convolutional neural networks showed high predictive
ability of the underlying features. A similar study was carried out in (Wu et al., 2018),
where it was also said that convolutional neural networks showed high performance
in predicting absolute permeability. Thambley et al. (Tembely et al., 2020) used high
spatial resolution micro-computed tomography images of over 1000 rock samples to
build a predictive permeability model based on machine learning and deep learning
techniques. They showed that permeability models based on machine learning and deep
learning methods predicted permeability with confidence of 88 and 91%, respectively.
They also showed that the use of artificial intelligence methods can reduce the time of
calculating permeability by three orders of magnitude compared to traditional methods.
Prediction of absolute rock permeability based on well logging data using machine
learning methods is given in (Rezaee & Ekundayo, 2022; Waszkiewicz et al., 2019).

This paper examines the prediction of absolute permeability based on data from
various rocks whose actual permeability is very different from their average statistical
permeability. An analysis of the literature showed that when studying the effectiveness
of machine learning methods, data from synthetic porous media and real rocks with
slightly changing characteristics were mainly used. During the study, 6 machine learning
methods were considered, the effectiveness of which was studied for different ratios of
the training and test data sets.

61



NEWS of the National Academy of Sciences of the Republic of Kazakhstan

Materials and methods

Typically, machine learning methods use a dataset with various features as input. For
this purpose, digital models of 266 mini-samples from ready-made models of various
breeds were prepared. Each mini-sample has 7 features as feature (input) data. Larger
finished digital models of 8 different real rocks and 1 artificial rock (packed with sand
particles) were taken from the open access library of Professor M. Blunt's research
group at Imperial College London, which are shown in Figure 1. Note that the above
digital models have already been filtered and segmented. As can be seen from Figure
1 The pore spaces of sandy rocks are formed by voids between sand granules and
have a more uniform distribution throughout the sample compared to the structures of
carbonate rocks. These models were obtained by scanning rocks using a microcomputed
tomograph with a spatial resolution of about 3 um.

Figure 1. Digital models of samples of various rocks

In order to increase the amount of input data into machine learning methods, the
resulting digital rock models were divided into different pieces (mini-samples) of
smaller size (Figure 2). Thus, a total of 266 mini-samples were prepared, the sizes of
which varied from 0.125 mm to 3 mm.

The permeability of mini-samples is given in Table 1. As can be seen from this
table, the considered samples have significantly different permeability. Separately, we
can highlight a sample of packed sandstone, which has relatively high permeability.
As can be seen from Table 1, carbonate rocks have relatively heterogeneous and low
permeability compared to sandy rocks. A comparison of the minimum, maximum and
average permeability values shows that the carbonate mini-samples generally have
permeability close to the minimum, while the sandy mini-samples other than Bentheimer
and Doddington have more uniform permeability distributions. And mini-samples of
F42A sand packaging have almost the same permeability.

Table 1 — Permeability of mini-samples

Sand
Sailple/ Carbonate Sandy packaging
Tock e "1 | €2 | Ketton | Estaillades | S1 | S2 | Bentheimer | Doddington| F424
Minimum | 0,097 | 0,012 | 0,0033 | 00019 | 045 | 181 0,04 0,001 7,42
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Maximum | 4,95 | 4,24 | 16,05 85,4 3,59 | 7,84 15,1 9,24 104,3
Average 1,65 | 0,87 | 3,08 4,09 1,36 | 4,44 2,53 2,16 66,0

The main and difficult stage of the entire process was the collection
of'data from the already prepared mini-samples, since most parameters
of the porous medium, such as the average pore radius, average pore
throat radius, average tortuosity, average coordination number and
absolute permeability, will be found only by simulating the flow
fluids through these porous media. The data set contains porosity
(¢p), average pore radius (rp, in um), average pore throat radius (r, in
um), tortuosity (r), coordination number (N ), specific pore surface
area (S, in 1/um) and absolute permeability (k, in um2) for each
mini-sample. In this work, fluid flow in porous media was simulated
using pore network modeling using special Avizo software, during
which a pore network of the microstructure of mini rock samples is
first constructed based on the allocated pore space (Figure 3), then
the pore network will be modeled on it. the flow of the fluid itself
based on the law of conservation of mass.

Figure 3. Pore space and pore network of the sub-sample

A pore network is a collection of individual pores and pore throats, which in turn are
presented in the form of spheres and cylinders. The construction of the pore network is
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based on the maximum ball algorithm, in which pores are replaced by spheres and pore
throats by cylinders. Accordingly, the radii of spheres and cylinders are the radii of the
pores and pore throats. The pore network provides information about the distribution of
pores and pore throats according to their sizes; accordingly, we can find the average radii
of pores and pore throats. The pore network also allows one to determine the number
of connections of a particular pore with other pores connected to it, which means this
gives the coordination number of the network. The specific pore surface area is one of
the important parameters of a porous medium, since it affects the absolute permeability
and the degree of dissolution of rock with different acid compositions.

The main macroscopic parameter of a porous medium is its permeability — it shows
the ability of a porous medium to pass liquids through itself and depends on many
factors, such as porosity, tortuosity, specific pore surface area, etc. But it has not yet been
specifically established which parameters influence it most. The absolute permeability
of the medium is determined by Darcy's law. From the digital model of each mini-
sample, 7 of its parameters were extracted, such as the average pore radius, the average
pore throat radius, tortuosity, coordination number and absolute permeability, which are
shown in Figure 4. In the table in Figure 3, each line means a data set of 7 parameters
(not including the name) for each mini-sample. This data is the initial information when
analyzed using machine learning methods. This dataset has a target variable: 'k' and
input variables: v N/, ‘@', 'S, 'r'. Statistics of the characteristics of the mini-
samples used are given in Table 2.

.! P Wi (e[ M ot Viaher | M “‘-“-,'\‘—":'J .Hv-lldur:::;'vn T jE— e _:“-“I v
e i : I P— — - o
B o T ] [ 1555 [ | e T " |
T Cid Lo iq 1,5
LN k. 1 i | (LN L s : 1357 1
81 M | L] | LT | » ] Ak | L [ T
R —— —1—— —
Figure 4. Data set from digital models of mini-samples
Table 2 — Statistics of characteristics of mini-samples
Parameter Minimum Maximum Average Standard deviation
r,(nm) 11,70 188,32 77,33 26,73
N, 1,71 7,48 4,13 1,18
7, (um) 10,11 73,85 27,27 11,08
@ 0,02 0,34 0,19 0,067
S (1/ um) 0,0014 0,050 0,013 0,005
r 1,05 2,66 1,51 0,19
k (um ?) 0,001 104,3 9,38 21,98

When studying the data, methods such as random forest, gradient boosting, support
vector machines, LASSO, K-nearest neighbors, and Gaussian process were used.
The Random Forest (RF) method is a machine learning algorithm based on an

64



ISSN 2224-5278 5.2023

ensemble of decision trees. In this method, each tree solves the problem independently
of other trees, and at the end the answers of all trees are averaged. RF uses many
parameters to control the optimization of the solution such as n_estimators, max_depth,
max_features, etc. (Rezace & Ekundayo, 2022). Their values used in this work are given
in Table 3. We selected the best parameters for this method using the GridSearchCV
library (Erofeev et al., 2019), which will help simplify the selection of parameters.

The first important parameter in the RF method is n_estimators - meaning the
number of trees, the more trees, the better the quality, but the setup and operation time
of RF also increases proportionally. The second important parameter is max_features,
when increased, the forest construction time increases, and the trees become “more
uniform”. The third parameter is max_depth (tree depth), which increases the quality of
training sharply. When using shallow trees (i.e., with small max_depth), changing the
parameters associated with limiting the number of objects in a leaf and for division does
not lead to a significant effect.

Gradient Boosting (GB) is a method for transforming poorly trained models into
well trained ones. This method is based on minimizing the loss function using gradient
descent (Erofeev et al., 2019). Due to the similarity with the random forest method, this
method has almost the same control parameters as in the random forest method. Control
parameters and their values are given in Table 3.

Table 3 — Methods and their control parameters

Gradient Boosts

Method Control options Value
max_depth 41
max_features 1
Random Forest n_estimators 15
bootstrap Actual
criterion MSE
n_estimators 19
learning_rate 0.9

max_depth 1
criterion friedman_mse
kernel linear
. epsilon 0.5
Support vector machines C 10
gamma le-07
LASSO alph.a 0.01
max_iter 11
n_neighbors 86
K-nearest neighbors p 1
weights distance
Gaussian process alpha 0.001
kernel DotProduct (sigma_0=0.1)

The Support Vector (SV) method (regressor) is a version of the support vector
machine for use in regression problems. This regressor is based on finding a continuous
(linear or nonlinear) function that maximally approximates the input data inside a given
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tube with a sufficiently small diameter based on support vectors (Gholami et al., 2012).
This method also has its own control parameters, which are given in table. 3.

LASSO is a method originally designed for linear regression that provides variable
selection and regularization to improve forecast accuracy. The control parameters of
this method are given in Table 3.

The K-Nearest Neighbors (k-NN) method is a method for solving classification and
regression problems based on searching for the nearest objects with known values of
the target variable.

Gaussian Process (GP) regression is a general-purpose non-parametric supervised
learning method designed for solving regression (Rodriguez-Rodriguez et al., 2021).
Lasso, k-NN and GP algorithms are considered to compare the prediction results of
other algorithms with their results.

Results and discussions

The collected data was analyzed using the above machine learning techniques. First,
we will show the connections between features (parameters of porous media), which is
visualized in the form of a correlation matrix (Figure 5). This matrix shows how good
or bad connections each pair of features has — the larger the coefficient in the matrix,
the higher the correlation between the selected features. A coefficient of 1 means perfect
correlation. The seaborn library was used to display the correlation matrix. Seaborn is
essentially a higher level API based on the matplotlib library. Seaborn contains more
appropriate default chart design settings. The library also has quite complex visualization
types that would require more code in matplotlib. As can be seen from Figure 5, all input
variables (features), except specific surface area and tortuosity, have a high correlation
with the target variable.
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Figure 5. Correlation matrix for visualizing connections between features

Impact of training/test data splitting on algorithm performance
After choosing a machine learning algorithm, the first priority is to determine the
list of input data (features) that are most important when building a predictive model
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(Otchere et al., 2021). To do this, each algorithm has the feature importances property,
with which you can see the weight (importance) of each feature in the final predictive
model. The importance of dividing the input data set into training and testing is that the
training set contains the known output data from which the model learns. In this paper,
the data set was split 70/30 and 80/20.

The results of permeability prediction using the machine learning algorithms
discussed above are shown in Figure 6-8 and Table. 4. Figure Figure 6 shows which
of the 6 independent input data were selected as the most important when building a
predictive permeability model using different machine learning algorithms. Note that for
comparison purposes here and below, the importance of the feature is normalized by the
maximum importance value for each algorithm. As the diagrams show, the RF, SV and
GP algorithms turned out to be resistant to changes in the share of the training data set
— when using these algorithms, the number of important features and their importance
practically did not change. RF and GP selected 5 out of 6 features as important, while
SV considered only 2 features to be most important. Increasing the proportion of the
training dataset significantly influenced the selection of important features by the
Lasso and k-NN algorithms. If the Lasso algorithm at 70/30 identified only 2 important
features, then for 80/20 important features increased to 5, and for k-NN the number of
important features increased from 3 at 70/30 to 6 for 80/20. All this shows the sensitivity
of the considered algorithms to the amount of training data.

70/30 80/20
% w5 AN, m¢ ur, mT % w5 AN, m¢ 0, AT

portance of the feature

importance of the feature

0.2 I 025 I |
, ia | I L , L

RF GB sV Lasso k-NN GP RF GB sV Lasso kNN GP

Algorithm Algorithm

Figure 6. Importance of a feature when splitting data in a ratio of 70/30 (a) and 80/20 (b)

After the considered algorithms were trained, their predictive ability was tested
on test data by comparing their results with the actual data. The comparison results
are shown in Figure 7, where the symbols of different shapes correspond to different
algorithms, and the solid line means the perfect correlation between the predicted
and actual permeability values. Here and further, in all graphs, the actual and model
permeability are located on the abscissa and ordinate axis, respectively.
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Figure 7. Predicted permeability using different algorithms compared to actual permeability when
splitting the data in a ratio of 70/30 (a, b) and 80/20 (c, d)

As can be seen from the graphs, all machine learning algorithms predicted
overestimated permeability values, especially in the range <l pum? and the average
and maximum values lie close to the 1:1 line, which shows that the permeability
forecast using the constructed forecast models is close to the actual values (Figure 7a-
d). Al-Khalifa et al. (Al Khalifah et al., 2020), when studying carbonate rocks, also
found that the quality of prediction by machine learning methods decreases at low
permeability values. With increasing proportion of the training data set, almost all
algorithms predicted permeability values that are relatively close to the 1:1 line at 80/20
(Figure 7c, d) compared to the 70/30 case (Figure 7a, b). This is confirmed by Figure
8, which provides a quantitative comparison of the predictive ability of the considered
machine learning algorithms in the form of the correlation coefficient (R?) between
the predicted and actual permeability. As can be seen from this figure, the correlation
between predicted and actual permeability improved for all algorithms as the size of the
training dataset increased. Relatively high correlation coefficients were observed for GP
(0.75), Lasso (0.77) k-NN (0.784), while for the remaining algorithms this coefficient
was 0.687, 0.723 and 0.732, respectively for SV, RF and GB. Obviously, the higher the
coefficient R?, the higher the reliability of the forecast, i.e. the predicted permeability is
closer to the actual permeability. Although all algorithms predicted permeabilities that
were highly correlated with actual permeability, some algorithms predicted negative
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permeabilities, which was unacceptable. Table 4 shows the minimum, maximum and
average values of actual permeability and permeability predicted using the considered
machine learning algorithms. As can be seen from table. 4, when forecasting using the
SV, Lasso and GP algorithms, negative minimum permeabilities were obtained. Yun
(Yoon, 2021) also obtained negative values using the GB algorithm when forecasting
Japan's GDP for 2001-2018. Although GB and k-NN produced positive values, they are
three orders of magnitude higher than the actual minimum value. The closest value to
the actual value was obtained only by the RF algorithm for both cases of partitioning
the input data set. The maximum permeability predicted by the SV, Lasso, k-NN and GP
algorithms has a significant difference from the actual permeability. The GB algorithm
predicted permeability that was within 20% of the actual value. The maximum
permeability predicted by the RF algorithm is quite close to the actual permeability, the
relative prediction error is 8.5 and 4.5%, respectively, at 70/30 and 80/20. All algorithms
except SV and k-NN predicted values close to the actual permeability. This may be due
to the fact that machine learning methods are mainly based on data statistics that reliably
predict averages.

Table 4 — Statistics of predicted permeabilities at 70/30 and 80/20

Parameter Training/Test | Actual RF GB SV Lasso | k-NN GP
Minimum 70/30 0,00249 | 0,03128 | 1,94 |-10,95 | -16,37 1,66 -17,10
Y 80/20 0,00249 | 0,02273 | 3,03 |-10,79 | -16,32 0,52 -18,27
Maximum 70/30 95,91 87,81 80,94 | 33,44 | 58,44 | 51,63 56,39
aximu 80/20 87,07 91,15 68,40 | 34,18 | 59,12 58,35 59,36
Average 70/30 9,31 8,22 796 | 4,59 7,64 5,57 8,18
Verag 80/20 8,37 7,72 9,78 4,65 8,60 6,30 8,33
@70/30
! 80/20
0,75 o ] _
® 0,5
0,25
0

RF GB SV Lasso k-NN GP
Algorithm

Figure 8. Confidence coefficient of permeability forecast on test data when splitting the data in a ratio
of 70/30 (blue columns) and 80/20 (orange columns)

The influence of the number of features on the performance of algorithms
And also the algorithms were trained on a data set in which the number of features
varied from 3 to the maximum (i.e. up to 6), and amounted to '»', 'N', ' (3 features), '
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r' NS @ (4 featares), 'r NS Y 'Y S (S features) and RN L @, S, (6
signs), respectively. At the sarne time, the ratio of the training and testing data set did
not change and was 70/30 in all cases. The purpose of changing the number of features
in the input data set is to test the sensitivity of the permeability prediction model to
the number of independent variables on which permeability could have a functional
dependence. Obviously, it would be better if permeability was calculated using a
formula (model) that uses minimal but important parameters (features) without losing
accuracy. For example, the empirical Kozeny-Karman equation (Bolysbek et al., 2021),
which allows one to find absolute permeability, uses only three characteristics (porosity,
specific surface area and tortuosity) and one parametric constant.

Which features were selected by the considered machine learning algorithms when
their number changed are shown in Figure 9. As can be seen from this figure, the SV, Lasso
and k-NN algorithms selected the same features, although their number was different in
each case (Figure 9c, d, e). At the same time, the importance of the selected features was
almost the same. The remaining algorithms tried to select almost all features when their
total number changed (Figure 9a, b, f). In addition, the importance of these features was
different for the RF, GB and GP algorithms. GP selected the average pore throat radius r,
as the most important feature, regardless of the number of features, and the importance
of the remaining features was noticeable as the number of features increased (Figure
9f). And the GB algorithm considered that the most important feature is the porosity of
the mini-sample ¢ (Figure 9b). In the case of RF, porosity ¢ and coordination number N,
were considered to be the most important features (Figure 9a).
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Figure 9. The feature importance with their different numbers in the data set for different machine
learning algorithms

The distribution of predicted permeability according to different algorithms in
comparison with its actual value is shown in Figure 10. It can be said that all algorithms
predicted visually close to the actual permeability value. However, all algorithms were
characterized by overpredicted minimum permeabilities, and the maximum and average
values were predicted significantly close to the actual permeability (distribution of
values around the solid line). Among all the algorithms, RF predicted the closest to the
actual permeability in the range of minimum permeabilities (0.001—1 um?).

As can be seen from Figure 10, with an increase in the number of features, the
predicted permeability by the RF (blue circles in Figure 10a, ¢, e and g) and GP algorithms
(orange triangles in Figure 10b, d, f and h) approached the actual permeability, since
these methods selected the largest number of important features (Figure 9a, f).

The parameter characterizing how well or poorly a particular algorithm predicted
the permeability of mini-samples is shown in Figure 11. In this figure, the prediction
confidence coefficients are distributed when the number of features in the input data
set increases. And in the table Figure 5 shows the minimum, maximum and average
permeability values obtained using the considered machine learning algorithms
depending on the number of important features.

As can be seen in Figure 11, for the SV, Lasso and k-NN algorithms, the forecast
reliability coefficient practically did not change with the increase in the number of
features in the input data set, although the value of this coefficient is not low. This is
due to the choice of almost the same number of features according to their importance
(see Figure 9c¢, d, e). On the other hand, R? for other algorithms is sensitive to changes
in the number of important features. The RF and GP algorithms tend to increase R? with
increasing number of features, i.e. these algorithms predict permeability values more
accurately when more minisample properties are included in the input data set. On the
contrary, the GB algorithm deteriorates the quality of the forecast with an increase in
the number of input features. This may be due to the fact that this algorithm considered
different features with different numbers to be important (Figure 9b). We also note that
the maximum forecast reliability coefficient R>=0.83 was achieved when using the RF
algorithm, and this was obtained with 5 features.

Table 5 collects statistics of key parameters of the predicted and actual permeability
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values. As can be seen from this table, the SV, Lasso and GP algorithms predicted
negative (minimum) permeability values in all cases with the number of features,
whereas it should be strictly positive. Moreover, negative permeabilities have large
modulus values. Although the minimum permeability by GB and k-NN is positive, it
still has a large error from the actual minimum permeability.

Table 5 — Statistics of predicted permeabilities for different numbers of features

Parameter | Features | Actual RF GB SV Lasso k-NN GP
3 0,07540 | 2,66 | -10,64 16,37 1,6557 433

. 4 0,01001 | 1,75 | -10,94 216,37 1,6634 21,50

Minimum === 000249 0500507540 | -10.93 16,37 1,6633 217,05
6 0,03128 | 1,94 | -10,95 16,37 1,6563 17,10

3 84,05 | 7147 | 33,25 58,44 50,893 45,63

Maximum 0501 |_8870 | 78.88 | 3326 58,44 50,409 60,02
5 : 78,69 | 7295 | 33,23 58,44 50,408 56,54

6 87.81 | 80,94 | 33,44 58,44 51,634 56,39

3 751 | 8,67 | 4627 7,64 5,4628 2,40

Average 4 031 | 940 [ 000 [ 4626 7,64 53918 7,63
5 8,04 | 8,63 | 4640 7,64 53917 8,29

6 822 | 7,96 | 4589 7,64 5,5671 8,18

The closest to the actual permeability value (exceeding only 4 times) was obtained
using the RF algorithm with 4 features. The most distant from the actual maximum
permeability values were obtained using the SV, Lasso, k-NN and GP algorithms, which
have an error of 37—65 % of the actual permeability. The closest to the maximum actual
permeability was the error obtained using the RF algorithm, which was 7.5 %. The
permeability predicted by GB is also close to the actual one. The average permeabilities
obtained using the RF and GB algorithms are the closest to the actual permeability for
2 features, and their errors from the actual permeability were 2-3 %. Other average
permeability values for the remaining number of features are relatively close compared
to the results of other algorithms. The farthest averages from the actual permeability
values were obtained using SV and k-NN, while the Lasso and GP permeabilities are
within the error range of 18-29 % of the actual permeability.
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Figure 10. Predicted permeability using different algorithms compared to actual permeability for
different numbers of features
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Figure 11. Reliability coefficient of permeability forecast for different numbers of features

Conclusion

This article examines 6 different machine learning methods for analyzing data and
predicting the absolute permeability of 266 samples of various rocks ranging in size
from 125 pm to 3 mm. Analysis of the complete data set showed a high correlation of
permeability with pore throat radius, porosity, coordination number and pore radius.
Splitting the full data set into training and testing significantly influenced the results of
the GB, Lasso and k-NN methods: with an increase in the share of the training data set,
the number of important features for choosing these methods increased. All algorithms
overpredicted minimum permeabilities for all data set splits. In addition, the SV, Lasso
and GP algorithms predicted negative permeabilities. All algorithms tried to predict the
maximum and average values (sand rocks and sand pack) close to the actual permeability
value. A comparison of the forecast qualities of all algorithms showed that the RF
algorithm is the most suitable for analyzing heterogeneous data, i.e. data from samples
of different rocks, the properties of which differ greatly from their average statistical
value. The highest prediction reliability coefficient R*=0.83 was achieved when using
the RF algorithm, and this was obtained with 5 features. The algorithms mainly selected
pore radius, pore throat radius and porosity as important features (parameters).
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